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Abstract

This paper examines the role of both technology and non-technology shocks in international
business cycle comovement. Using industry-level data on 30 countries and up to 28 years, we first
provide estimates of utilization-adjusted TFP shocks, and an approach to infer non-technology
shocks. We then set up a quantitative model calibrated to the observed international input-output
and final goods trade, and use it to assess the contribution of both technology and non-technology
shocks to international comovement. We show that unlike the traditional Solow residual, the
utilization-adjusted TFP shocks are virtually uncorrelated across countries. Transmission of TFP
shocks across countries also cannot generate noticeable comovement in GDP in our sample of
countries. By contrast, non-technology shocks are correlated across countries, and the model sim-
ulation with only non-technology shocks generates substantial GDP comovement. While shocks
transmit across countries through production networks, the contribution of trade openness to co-
movement depends also on whether more or less correlated sectors get larger as the country opens
to trade. We conclude that in order to understand international comovement, it is essential to
both model and measure non-TFP shocks in a framework with international production networks.
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1 Introduction

Real GDP growth is positively correlated across countries. In spite of a large amount of research into
the causes of international comovement, we still lack a comprehensive account of this phenomenon.
Two related themes cut through the literature. First, is international comovement driven predomi-
nantly by technology (Backus, Kehoe, and Kydland, 1992) or non-technology (Stockman and Tesar,
1995) shocks? Second, does comovement occur because shocks are transmitted across countries (e.g.
Frankel and Rose, 1998; di Giovanni, Levchenko, and Mejean, 2018), or because the shocks themselves

are correlated across countries (Imbs, 2004)?

This paper uses sector-level data for 30 countries and up to 28 years to provide a forensic account of
the sources of international comovement. To clarify the mechanisms at play and objects of interest
for measurement, we start by setting up a simple accounting framework that expresses the GDP
covariance between two countries as a function of covariances of primitive shocks and the elements of
the global influence matrix. This influence matrix collects the general equilibrium elasticities of GDP
movements at home and abroad to sector-country-specific shocks, and thus translates the variances
and covariances of the primitive shocks into comovements of GDP. In particular, two countries can
experience positive comovement if influential sectors in the two economies have correlated shocks.
Comovement also arises if shocks in one country influence another country’s GDP in another through
trade and production linkages. This accounting framework reveals an underappreciated mechanism
through which trade opening affects GDP comovement: it changes the relative influence of domestic
sectors. Thus, whether trade opening increases or lowers GDP comovement depends in part on

whether it leads to the expansion or contraction of sectors with more correlated shocks.

The accounting framework provides a road map for the measurement and quantification exercises that
follow. First, we must measure both technology and non-technology shocks in order to understand
their international comovement properties. Second, we must impose sufficient structure and bring
sufficient data on international trade linkages to recover the global influence matrix. This will allow
us to establish both how they interact with the shock correlation, and lead to transmission. Finally,
to fully understand the contribution of trade to GDP comovement, we must use our theoretical
structure to infer how the autarky influence matrix would differ from the one in the current trade

equilibrium.

To provide a theoretical foundation for shock measurement and quantification exercises, we set
up a multi-country, multi-sector, multi-factor DSGE model of world production and trade. Final
consumption in each country and sector is an Armington aggregate of the goods coming from different
source countries. Each sector uses labor, capital, and intermediate inputs that can come from any
sector and country in the world. Between periods, capital and employees can be accumulated in

each sector. However, within a period, labor and capital supply to each sector and country are



upward-sloping in the real prices of labor and capital, respectively, and subject to shocks. Thus,
our framework captures the notion of variable factor utilization: even conditional on the observed
number of installed machines and employee-hours, the utilization rate of those machines and the
employees’ effort can vary within a period in response to shocks. Therefore, true factor usage is not

perfectly observed and must be accounted for in the estimation of shocks.

We estimate utilization-adjusted TFP growth rates in our sample of countries, sectors, and years.
Our methodology is based on our theoretical framework and uses the insights of Basu, Fernald,
and Kimball (2006, henceforth BFK). BFK estimate TFP shocks for the United States controlling
for unobserved input utilization and industry-level variable returns to scale. Importantly, they show
that doing so produces a TFP series with dramatically different properties than the traditional Solow
residual. We bring this insight into the international context by estimating utilization adjusted TFP

series for a large sample of countries, and analyzing the international correlations in these series.

Having measured the TFP shocks at the country-sector level, we next use our framework to infer
non-technology shocks. The objective is to obtain a shock that rationalizes the change in primary
factor inputs conditional on the technology shock. In our model, sectors use capital, labor, and
intermediates. For each sector, real output growth is therefore moved by (i) its TFP shock; (ii) the
change in the use of its intermediate inputs; and (iii) the non-technology shock to the supply of the
primary factors to this sector. It is this non-technology shock that we are interested in measuring.
Using data on productivity shocks, sectoral prices, and the world input-output matrix, we back out
the non-technology shock that rationalizes the data on output and input growth in each country,

sector, and year.

Our first main finding is about the properties of the shocks themselves. We show that TFP growth is
virtually uncorrelated across countries, implying that TFP covariance has a small direct contribution
to observed GDP comovement in our sample of countries. In contrast to TFP, the aggregated
non-technology shocks are quite correlated across countries, with the correlation coefficients about

one-third of the correlation in real GDPs.

Of course, actual GDP growth is endogenous as factor and intermediate inputs respond to both
domestic and foreign shocks. Thus, the finding that TFP growth is uncorrelated does not necessarily
imply TFP shocks do not contribute to international comovement. It could be that correlated
observed input growth is driven by the propagation of TFP shocks. To develop the full picture of the
role of different types of shocks, correlated shocks, and international transmission, we perform model-
based counterfactuals. The model features standard international transmission mechanisms. A
positive foreign shock lowers the prices of intermediate inputs coming from that country, stimulating
demand in countries and sectors that use those inputs in production. At the same time, a positive

shock in a foreign country makes final goods supplied by that country cheaper, reducing demand for



final goods produced by countries competing with it in final goods markets. Prior to simulating the
model, we first structurally estimate two key elasticities — the final demand elasticity and the elasticity
of substitution between intermediate inputs. Estimates of these elasticities vary substantially in the
literature, and any assessment of the role of transmission vs. correlated shocks will be influenced
by these parameters. Our estimates imply an elasticity of substitution between intermediate inputs
that is not statistically different from 1. On the other hand, we obtain a range of estimates for the
elasticity of substitution in final demand. Given the uncertainty in the appropriate value of this

elasticity, our quantitative analysis uses two values, 1 and 2.75, reflecting our range of estimates.

We simulate the world economy’s responses to shocks in two ways. The first is a static setting akin
to the network literature (e.g. Acemoglu et al., 2012; Baqaee and Farhi, 2019). Static frameworks
of shock propagation through a network write the change in real GDP as an inner product of the
vector of sectoral shocks and the influence vector. We extend this approach to an international
setting, and write the change in GDP of a single country as an inner product of the vector of
shocks to all countries and sectors in the world and the country-specific influence vector that collects
the elacticities of that country’s GDP to every sectoral shock in the world. For the first time to
our knowledge, we provide an analytical solution for the first-order approximation to this influence
vector in a multi-country general equilibrium setting. This analytical solution expresses the influence

matrix in terms of observables that can be measured, and structural elasticities.

The network propagation approach captures intra-temporal propagation, but shuts down dynamic
factor accumulation responses to shocks. Our second set of exercises thus simulates the fully dynamic
version of our model, in which sectoral capital and labor can respond to both foreign and domestic
shocks, subject to adjustment costs. We show that the analytical influence matrix characterizes the

impact response of GDP in all countries to shocks in the dynamic setting.

To focus on the distinction between technology and non-technology shocks, we simulate the model
with only one type of shock at a time. It turns out that a model with only TFP shocks cannot
generate almost any international comovement, whereas the model with only non-technology shocks
can produce a correlation that is 60% of the correlation in the data. Thus, our second main finding
is that non-technology shocks are much more successful at generating the observed comovement than

technology shocks. This result is insensitive to the choice of elasticities.

To assess the role of trade and input linkages in the transmission of shocks, we perform several related
exercises. First, we compute impulse responses to a hypothetical shock abroad on each country’s
GDP. We simulate three kinds of shocks: a 1% increase in U.S. productivity and the non-technology
shocks, a 1% increase in those parameters in every other country in the world (rest of the world or
ROW shock), and a 1% increase in these parameters in all countries simultaneously. The impulse

responses point to positive comovement in response to shocks: real GDP in all countries increases



following a shock to the U.S., though the effect is much more pronounced under a low substitution
elasticity. In response to a 1% ROW shock, the real GDP in the mean country increases by 0.7%
under the low elasticity of substitution, and by 0.2% under the high one, suggesting substantial
responsiveness of countries to developments in the world economy. Using our simple accounting
framework, we decompose the effects of the shocks in the third exercise in the the direct “influence”
of own-country shocks and the transmission of other countries’ shocks. We find that the direct effects

are much more important than transmission, in particular for larger economies like the US.

We then simulate the model under the observed shocks, but in which every country is in autarky.
This counterfactual reveals how much comovement would occur purely due to correlated shocks, and
without any transmission of shocks through trade. However, when shocks are correlated and input
linkages propagate sectoral shocks within a country, the choice of autarky production structure will
matter. We report results for three autarky models. In the first, we shut down all input linkages and
consider a value-added only model. In the second, we keep the domestic input coefficients exactly
the same as in the data, and increase the value added share by the total cost share of imported
inputs. This amounts to the assumption that if inputs were not imported from abroad, they would
be produced as value added by the using sector. Hence, the importance of the domestic inputs is not
changed. In the final case, we increase the domestic input coefficients at each input-output sector
pair by the amount of observed foreign purchases. That is, if inputs weren’t imported, they would
be sourced from the corresponding domestic supplying sector such that the total input spending is

unchanged.

The main result is that among the G7 countries autarky correlations in the value-added-only autarky
model are actually quite a bit higher than the correlations under trade. Allowing for domestic input
linkages lowers the autarky correlations substantially, bringing them more in line with the baseline

trade model.

To understand this result, we write the difference in GDP comovement between the trade and autarky
equilibria as a sum of two terms: the international transmission of shocks through trade linkages, and
the changes in the weights assigned to the domestic shocks times the covariance of those shocks. The
latter term captures the notion that the relative importance of domestic shocks in different sectors
will change when going from autarky to trade, and the overall change in GDP comovement will
depend on whether the fundamentally more or less correlated sectors are increasing in importance.
It turns out that moving from trade to autarky increases the relative importance of sectors whose
shocks are more correlated, producing the paradoxical outcome that autarky correlations are higher
than the trade ones. These results reveal the unexpected role of input linkages in cross-border
comovement — input linkages provide significant diversification away from the most internationally

correlated sectors.



All in all, the quantitative importance of transmission depends both on the assumptions about the
input-output structure and on the elasticity of substitution. We provide clear evidence of transmission
of shocks through input-output networks, however, such transmission appears less important for
GDP growth than the direct effects of correlated shocks. The input-output structure does play a
very important role in regulating comovement. Absent the observed input-output structure, the
directly measured correlated sectoral shocks would lead to international comovement substantially
higher than the data. Here, there is not much distinction between amplified domestic input linkages

or cross-border linkages — both play an important role in regulating international comovement.

Our paper contributes to the literature on international comovement. There is a small number of
papers dedicated to documenting international correlations in productivity shocks and inputs (Imbs,
1999; Ambler, Cardia, and Zimmermann, 2004). Also related is the body of work that identifies
technology and demand shocks in a VAR setting and examines their international propagation (e.g.
Canova, 2005; Corsetti, Dedola, and Leduc, 2014; Levchenko and Pandalai-Nayar, 2018). Relative
to these papers, we use sector-level data to provide novel estimates of both utilization-adjusted
TFP and non-technology shocks, and expand the sample of countries. A large literature builds
models in which fluctuations are driven by productivity shocks, and asks under what conditions
those models can generate observed international comovement (see, among many others, Backus,
Kehoe, and Kydland, 1992; Kose and Yi, 2006; Johnson, 2014). A smaller set of contributions adds
non-technology shocks (Stockman and Tesar, 1995; Wen, 2007). In these analyses, productivity
shocks are proxied by the Solow residual, and non-technology shocks are not typically measured
based on data. Our quantitative assessment benefits from improved measurement of both types of
shocks. Finally, our paper generalizes some of the insights in the literature studying the transmission
of shocks through networks (see, among many others, Acemoglu et al., 2012; Baqaee, 2018; Baqaee

and Farhi, 2019) to an international setting.

The rest of the paper is organized as follows. Section 2 lays out a basic GDP accounting framework
and presents some decompositions underlying the sources of comovement. Section 3 introduces
the dynamic multi-country, multi-sector model of production and trade necessary to back out non-
technology shocks. The approach to measuring the shocks and estimating key elasticities is detailed
in Section 4, together with the results. Section 5 uses the model to perform static counterfactuals
and illustrate the role of the network for comovement. Dynamic counterfactuals are in Section 6.

Section 7 concludes.



2 Accounting Framework

Let there be J sectors indexed by j and ¢, and N countries indexed by n, m, and k. Time is indexed

by t. Gross output in sector j country n is:
) e\ 1—m; ]
Yojt = Znjt [(Knjt(zag)ajLnjt(Zas)l a])m antn]] " (2.1)

Total output is a Cobb-Douglas aggregate of primary factor inputs K, j; and L,;; and materials
inputs X,,j¢, with possibly non-constant returns to scale (v; # 1). The sector is directly affected by
two shocks: a TFP shock Z,j;, and a non-TFP shock that shifts factor supply &,;;. The vectors
Z, € of length NJ collect all the TFP and non-TFP shocks in the world. Because the economy
is interconnected through trade, output in every sector and country is in principle a function of
all the worldwide shocks. The non-technology shocks &,;; can have either a literal interpretation
as exogenous shifts in intra-temporal factor supply curves, or more broadly as business cycle shocks
that are orthogonal to contemporaneous productivity, such as news shocks (e.g. Beaudry and Portier,
2006), or sentiment shocks (e.g. Angeletos and La’O, 2013). For parsimony, there is only a single
non-technology shock &,;; that affects both capital and labor, though it does not need to move the
two factors of production in the same way. When it comes to measurement, it will be important that
K, j: and Ly j; are true, utilization-adjusted inputs that may not be directly observable. The bundle

of inputs X,,j; can include foreign imported intermediates.

Define real GDP at time ¢, evaluated at base prices (prices at ¢t — 1) by:

7th 1Ynjt Z E) igt 1ant(z7€))’

HM&

where P,;;_1 is the gross output base price, and P;%, ;| is the base price of inputs in that sector-

n ]t
country.

A first order approximation to the log change in GDP of country n can be written as:

dinYo 2 YN st dn Zni + > > 85 dn i, (2.2)
m 1 m g
where ngit = BalianiZ; e and Smmt = gllr?g::ft g b are the elements of the global influence

matrix, that give the elasticity of the GDP of country n with respect to TFP and non-TFP shocks
in sector ¢, country m. Notice that these elasticites are general equilibrium objects, and capture the

full effect of a shock through direct and indirect input-output links and general equilibrium effects.



To highlight the sources of international GDP comovement, focus on the comovement driven by one

type of shock (TFP without loss of generality). Real GDP growth can be written approximately as

dinYn =Y nn]danmt+Z i@ Znje + Y > s dIn Zy gy (2.3)

J n'#nm j
Dn Pn Tn

This equation simply breaks out the double sum in (2.2) into the component due to country n’s own
shocks (D,,), the component due to a particular trading partner’s m shocks (P,), and the impact of

“third” countries that are neither n nor m (7).

Then, the GDP covariance between country n and country m is:

Cov(dInY,,dInY,,) = Cov(Dy, D) (2.4)
Shock Comelationsn
+ Cov(Dy, Pm) + Cov(Pr, D) + Cov(Pr, Prn) (2.5)
Bilateral Transmissionmy
+ Cov(Dy, + Pp+ Tny Trm) + Cov(Tn, Dy + Pin) (2.6)

Multilateral Transmission,,

This equation underscores sources of international comovement. Economies might be correlated even
in the absence of trade, if the underlying shocks themselves are correlated (Cov(dIn Znjt,dIn Zmit) >
0), especially in sectors influential in the two economies (large sgn]smml) This is captured by the

first term:
Cov(Dy,, D) = Z Z STijSTaniCov(d In Zyjt, dIn Zyiz).
P
Thus, a full account of international comovement would have to start with a reliable estimation of

the shock processes hitting the economies.

The second term captures bilateral or direct transmission. If the GDP of country n has an elasticity

with respect to the shocks occurring in country m (sZ, ., > 0), that would contribute to comovement

mnz

as well. Taking one of the terms of the Bilateral Transmission component:

Cov(Dy, Pm) = Z Z sfnjsTZLmiCov(dln Znjt, dIn Zpit)

7 7
SpnZr Spm: (2.7)

The form of sZ,,,;, is known for some simple economies. For instance, if country n is in autarky, factors of production
are supplied inelastically, and returns to scale are constant, sfm-t = Ppit—1Ynit—1/Pnt—1Ynt—1 are the Domar weights
(Hulten, 1978; Acemoglu et al., 2012), and sZ,,,;, = 0 Vm # n. In general for an economy with international trade there
will not be closed-form solutions for sZ,,;;. We derive closed-form solutions in some special cases in Section 5



where 37 is the J x J covariance matrix of shocks in country n, and sZ,, is the J x 1 influence vector
collecting the impact of shocks in n on GDP in m. This expression underscores that one source of

comovement is that under trade, both country n and country m will be affected by shocks in n.

Finally, the Multilateral Transmission term collects all the other sources of comovement between n

and m that do not come from shocks to either n or m, such as shocks in other countries.

We can now write the difference in covariances between autarky and trade as a sum of two terms:

ACov(dInYyt,dInYy,:) = Z Z (sgnjsimi - SiUT,njsiUT,mi) Cov(dIn Zyj4,d1In Zpe) (2.8)

J K3

AShock Correlationn

+ Bilateral Transmission,,,+Multilateral Transmission,,,,

where siUT’mi are the elements of the influence vectors in autarky. This expression shows that
trade opening can affect GDP covariance in two ways. First, it can make countries sensitive to
foreign shocks, as captured by the Bilateral Transmission,,, and Multilateral Transmission,,, terms.
Second, and more subtly, opening to trade can re-weight sectors in the two economies either towards,
or away, from sectors with more correlated fundamental shocks. This is captured by the first line of

the equation above.

While the exposition above is focused on TFP shocks, the same line of reasoning applies to the
non-TFP shocks £. To summarize, in order to provide an account of international comovement, we
must (i) measure TFP and non-TFP shocks in order to understand their comovement properties;
(ii) assess how sectoral composition (the distribution of s,,;;’s) translates sectoral comovement of
the primitive shocks into GDP comovement. Further, in order to understand the contribution of
international trade to international comovement, we must (iii) capture not only the cross-border
elements of the influence vectors (the s,m;j¢’s), but also how going from autarky to trade changes the

sectoral composition of the economy (the differences between s,,; and say7,; for both shocks).
3 Quantitative Framework

While the decomposition above is general and would apply in any model with trade, any attempt to
measure the technology and non-technology shocks and assess the importance of correlated shocks
and transmission will be conditional on a specific model framework, within which the elements of the
influence matrix can be calculated. We now provide one such framework and use it to understand

the role of correlated shocks and transmission through networks.

Preliminaries FEach country n is populated by L,, households. Each household consumes the final

consumption good available in country n and supplies labor and capital to firms. Trade is subject to



iceberg costs Ty, to ship good j from country m to country n (throughout, we adopt the convention

that the first subscript denotes source, and the second destination).

Our benchmark model assumes financial autarky. As highlighted by Heathcote and Perri (2002),
models featuring financial autarky outperform complete and incomplete markets models when ex-
plaining business cycle comovement. We therefore assume that there are only goods flows across

countries, and further, trade is balanced period by period.?

Households We assume that there is a continuum of workers in a representative household who

share the same consumption. The problem for households is

0o

(m H}IE%}J\(I ) Eo Z ﬁtU Cnt — Z gnthnth(hnjta Enjt, Unjt) - Z Uy (Nnjt) s
njtss njts . .
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subject to

Pt | et + § Injt = § wnjt-Z\[njthnjtenjt7L § TnjtUnjtMnjt + g Tinjt
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where ¢, is per-capita consumption, Ny;; is the number of workers employed in sector j, hyj; is the
number of hours per worker, e,;; is the amount of effort per worker, u,;; is the capital utilization

rate, I,j; is investment, and my;; is the amount of machines.

Let Chr = ¢t + Zj I,;¢ denote the final goods consumption, which is a Cobb-Douglas aggregate

across sectors. The functional form and its associated price index are given by

Co— HCZ%, P — H <Pﬁjt>wa’n 7
; :

Win
j J

where C,,j; is the consumption of sector j in country n, and Py is the consumption price index in
sector j and country n. Within each sector, aggregation across source countries is Armington, and

the sector price index is defined in a straightforward way:

P 1
1 1] 1 1-p
_ § : » == c. _ E :19 pc 1-p
ant = ﬂmnjcmn]t L ) Pnjt = mnjd mnjt )
m m

where Ciy,p,j¢ is consumption in n of sector j goods coming from country m, and Pyt 18 the price

2 Alternatively we can incorporate deficits in a manner similar to Dekle, Eaton, and Kortum (2008), without much
change in our results.



of Cmnjt'

Different from a standard international business cycle model, we allow households also choose efforts
that change the effective amount labor supply and utilization rates that change the effective amount
of capital supply. These margins capture the idea that utilization rates of factor inputs typically vary
over the business cycle. Let L, j; = enjthnjtNpjt denote the total labor supply and K, j; = w,jimp;i
denote the total capital supply, both of which are sector-specific. While households can freely adjust
hours, effort, and utilization rates within a period, the number of employed workers and machines in
a sector is predetermined. Specifically, the number of workers in a particular sector has to be chosen
in the previous period before observing current shocks. The adjustment costs of employment and

capital are given by Wy (Nyj¢) and Wy, (M, ¢, mMapje—1).

Our framework implies that within a period, labor and capital supply are upward-sloping, which is
similar to using the Greenwood, Hercowitz, and Huffman (1988) preferences for labor and a similar
isoelastic formulation of the utilization cost of capital (e.g. Christiano, Motto, and Rostagno, 2014).
The GHH preference mutes the interest rate effects and income effects on the choice of hours, effort,
and utilization rates, which helps to study the properties of the static equilibrium where the number

of machines and employees are treated as exogenous variables.

This specification also helps to infer the factor utilization shocks &,;:, as will become clear below.
As mentioned earlier, these shocks can have either a literal interpretation as exogenous shifts in
intra-temporal factor supply curves, or more broadly as business cycle shocks that are orthogonal to

contemporaneous productivity.
Static Decision Notice that the households’ intra-temporal optimization problem leads to

hnjiGp (t) = enjiGe (1) .

This condition implies that the unobserved choice of effort is a function of the observed choice of
hours. This property facilitates the estimation of the utilization-adjusted TFP process in Section 4.
A similar expression can be derived for the relationship between the optimal choice of unobserved
capital utilization and the optimal choice of hours:

hnthh (t) . wnthnjth'rthenjt

Unthu (t> TnjtUngtMngt

From the firms’ problem, we will show that the right-hand side of the equation above is equal to the
ratio of output elasticities /(1 — o), which is a constant. As a result, the utilization rate is also
a function of hours worked. These conditions capture the idea that the variations of flexible inputs

tend to move jointly in the same direction.
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In order to place a structural interpretation for the coefficients estimated in next section, we assume

the following functional form for G (.):

hn' 'éz)h Cni 7/’6 Ui 'éz)u
G(hnjtaenjtvunjt) = < wit) + ( wjet) + ( wit) . (31)

The responsiveness of effort and utilization rates depend on elasticities, which can be partially

identified in the next section. We also define a composite elasticity term

~ 1 1
MR

for notational convenience later.

Dynamic Decision Households also face intertemporal decisions determining capital accumula-
tion and labor allocation over time. The first-order condition with respect to capital accumulation
is

o

’ / njt+1 )

njt — BE: njt+1p Unjt+1| » (32)
nt+1

which is similar to the standard Euler equation but is sector specific and adjusted by the utilization

rate.

As mentioned earlier, employment is chosen one period ahead before observing current shocks. The

optimality condition for N, is

Wi
Ei—1 {U;w‘t <]3]tthnjt€njt - §nth(hnjt, Enjt, Unjt) - ‘I’N(th)ﬂ =0. (3'3)

Firms A representative firm in sector j in country n operates a CRS production function

C 1—as\ —n
ynjt = Zn]tgn]t (k‘aﬂ 61 aJ) ’ l’l i (34)

njt njt njt >

where the total factor productivity Z,,;;0,;; is taken as given. The intermediate input usage x,;; is

an aggregate of inputs from potentially all countries and sectors:

_€
e—1
1 e—1
Tnit = ° x °
njt = FomingCmi,njt )
m,i

where ,; ,,j¢ is the usage of inputs coming from sector 4 in country m in production of sector j in

country n, and fim,; pn; is the input coefficient.

The total factor productivity consists of two parts: the exogenous shocks Z,,;; and the endogenous

11



part ©,;;. The latter is assumed to be

1o\ T _p\ Vi1
Onjt = ((K“J ! ‘”f)’“ Xl."ﬂ) . (3.5)

njt—"njt njt

where ~y; controls possible congestion or agglomeration effects. As a result, the sectoral aggregate

production function is then

1 —a\" o 1—n 1Y
Vst = Zogt | (KD ) X" | (3.6)

which is the same as in equation (2.1).

Let P,j; denote the price of output produced by sector j in country n,? and let Pmi,njt be the price
paid in sector n,j for inputs from m,i. Due to the competitiveness assumption, the prices “at the

factory gate” and the price at the time of consumption or intermediate usage are related by:
Pminjt = Prgznit = Trmni Pt

In a competitive market, primary factors and inputs receive compensation proportional to their share

in total input spending. This implies:

TnjtBngt = ayn;PpjtYngt
WrjtLnjt = (1 — ) 0 Pojt Yt
PminjtXmingt =  Tminit (1= 15) PojtYajt, (3.7)
where 7, i, is the share of intermediates from country m sector ¢ in total intermediate spending
by n, j, given by:
1—
x _ Hming (Tmm'Pmit) ©
7Tmi,njt -

> ket kg (Tnt Prie) ¢

The sectoral level price needs to satisfy

1 1T a;in; (lfaj)"j o l—e T—e
P.o—yg Yy T'njt 375 Wnjt Zm,i Nmz,n]pmimjt
njt — “njt gt 7( .

a;; 1 —aj)n; 1—mn;

Equilibrium An intertemporal equilibrium in this economy is a set of goods and factor prices
{Pnjt, Wnjt, Tnjt }, factor allocations { Ly i, Ky j¢ }, and goods allocations {Yji }, {Crmnje }> and { Xomi nje }

for all countries and sectors such that (i) households maximize utility; (ii) firms maximize profits;

3Note this is not the same as the ideal price index Py of sector j final consumption in n, which aggregates imports
from the other countries.

12



and (iii) all markets clear.

Total expenditure on exports from n to m in sector j is the sum of final consumption expenditure

and expenditure on intermediates by all sectors ¢ in m:

EXnmjt = 7Tycymjt(")jm-Pmtc'mt + Z 7T7zzj7mit (1 - 77j) PmitYmita

7

c — ﬁnm]’(Tnijnjt)lip
nmjt — ( c )1*/3

. 7,th . . . .
of sector j, country m, and thus wflmjtwijthmt is the total final consumption expenditure in m

where 7 is the share of country n in the total final consumption expenditure

xT

on j sector goods from n, and ), i mit (1 —nj) PmitYmit is the intermediate spending. Then, total

spending on output produced by country n, sector j is:

Thje = Z Trflmjtwjmpmtcmt + Z Wﬁj,mz’t (L =m5) Tonie |
m %
where we defined Y,,;; = P,;:Yy;: as the total revenue in sector j, country m, which will be exposi-

tionally convenient.
3.1 Analytical Influence Matrix

Within this framework, we can derive an analytical expression for the global influence matrix. In
general, closed-form expressions for influence vectors cannot be obtained in multi-country multi-
sector elastic factor and variable returns to scale models such as the one here. We derive a closed-
form solution for a first order approximation of the influence vector in our model. In Appendix C,
we assess the fit of this first-order approximation relative to the full model and illustrate that the

first-order approximation is reasonable here.

Let p; and y; be vectors of length NJ containing sector-country prices and quantities at time t.

Linearizing the market clearing conditions above,we obtain

Pt ty:t= <‘I’C + ‘I’m> (pt +yt) + (3.8)

destination country output variation

(1-p) (diag(\Ifcl'Icl) - \IICHC> pr + (1—¢) (diag(\wnﬁ) - an’v)pt (3.9)

consumption goods relative price variation intermediate goods relative price variation

where IT* and II¢ are matrices containing the steady state import shares of intermediate and final

goods,* ¥* and W° are matrices containing the steady state export shares of intermediate and final

1A typical element of ¢, _1)N+j,(m—1)n+: 1S the share of intermediate goods imported from sector j country n to
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goods.?

Then, equation 3.8 implies that we can express the vector of country-sector price changes in terms

of output changes and known parameters: p; = Ayy.

Let further the labor output elasticity, adjusted for utilization and returns-to-scale be F and the
intermediates output elasticity be F*. Combining equation 3.8 with linearized versions of the pro-
duction function 2.1, labor market clearing and the demand for intermediate goods, the analytical

influence matrix is:
-1
v = {1 — (W 'F A FY) (I + A) + (¢, 'FIIC + F””H””)A} (z¢ + ¥, 'F&) (3.10)

¢ s and intermediate

where II. and II, are matrices collecting the steady state consumption shares 7 j

input shares 7% . . respectively.

minj
The influence matrix encodes the general equilibrium response to sectoral output in a country to
shocks in any sector-country, taking into account the full model structure and all direct and indirect
links between the countries and sectors. This is particularly evident in equation xx, which pins
down the matrix A relating changes in quantities to changes in prices. The first term contains the
response of GDP that arises from output changes in every country and sector in response to a shock
in a sector-country. The second term contains the relative price changes of final goods and the final

term the relative price changes of intermediate inputs.

Equation 3.10 illustrates that all we need to understand the GDP elasticity to various sector-country
shocks in this quantitative framework are measures of steady state final goods consumption and
production shares, as well as model elasticites. Since every country’s output also responds to shocks
in every other country and sector, to understand comovement we further need information about the

covariance structure of the shocks.

Notice that this influence vector contains the full response of GDP in all countries to measured
shocks if our model were treated as static (fixing the capital stock and the number of employees
in each sector). In the DSGE framework, it corresponds to the impact response of the GDP of all
countries in response to a set of shocks. The response of GDP in later periods will depend on the
persistence of the shock and the capital and labor accumulation decisions, which are not encoded in
this vector. Unfortunately, it is not possible to derive a dynamic influence vector even with a linear

approximation in this framework.

sector i country m, and a typical element of an71>NH’(m,1)N+i is the share of final goods imported from sector j

country n to country m which is independent of 1.

(A=1i) PrmiYmi

jem , and a typical element of

SA typical element of ¥¥ is Ul ) N+i (me1)N4i = 1) N, (me1) Ns
1 PrmiYmi

nbn

Yl N5, m-)N+i 18 YN m )N+ = Ui 1) N m—1) N4
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GDP Movement To see the impact of a sector-country shock on another country’s GDP, we need

to aggregate the changes of sector-country quantity change and adjust the associated price change.%

Define the Domar weight matrix as D where D, ; = I;;:fg’;j is the Domar weight for secotr j in

country n. Also define the vector of value added ratio ;§ with the j-th element being ;.

The real output changes are given by
O,= |Dnol+(D(1—n)oI)(I-II")A|y: (3.11)

where o stands for the transposed Khatri-Rao product. The first term in equation (3.11) captures
the changes in quantity which is aggregated according to Domar weight. The second term capture
the relative changes between the prices of domestically produced goods and the prices of imported

intermediate goods.
4 Measurement
4.1 Estimating TFP Shocks

Unobserved Factor Utilization As emphasized by BFK, measuring TFP innovations is difficult
because the intensity with which factors are used in production varies over the business cycle, and
cannot be directly observed by the econometrician. As unobserved factor utilization will respond to
TFP innovations, it is especially important to account for it in estimation, otherwise factor usage
will appear in estimated TFP. BFK develop an approach to control for unobserved factor utilization
which leads to a TFP series in the United States that has very different properties than the Solow

residual. Our approach in this paper is similar in spirit.

In the model above, the true factor inputs were K, j; = unjimnj: and Lpji = enjihnjiNpji- The true
capital input is the product of the quantity of capital input (“machines”) my;; that can be measured
in the data, and capital utilization u,j; that is not directly observable. Similarly, the true labor input
is the product of the number of workers NN, j;, hours per worker h,j;, and labor effort e,;;. While

Nyjt and hyj; can be obtained from existing datasets, e, is unobservable.

Log-differencing (3.6), and writing input usage breaking up the observed and the unobserved com-

5Using steady state’s fixed price, the log-deviation of country n’s real GDP in period ¢ can be expressed as

_ 0 PniYos (L= 1) PajYa _
Ont = Z ( P.D, Ynjt — P.D, Pnjt — ZHkl,n]’pket .

J k,l
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ponents yields:

dIn Ynjt = (ajnjdln Mnjt + (1 — ozj)njdln (hnthnjt) + (1 — nj)dln ant), (4.1)
Observed Inputs
+7; (jnjdInupg + (1 — oj)njdInen) + din Zy,j; .

Unobserved Inputs

To derive an estimating equation for the true TFP process, we use the simple general equilibrium
framework above. We begin by considering the profit maximization problem of the firm with the
production function given by equation 3.4. The first-order conditions of this problem imply that the
cost shares of the composite labor and capital inputs are (1 — o) n; and «;n; respectively. Given a
wage Wpj¢ or a rental rate ryj¢, the firm is indifferent between increasing effort/hours or employees
holding other inputs constant, and similarly between utilization and machines. However, we assumed
that the household faces increasing disutility from supplying more on any individual margin (effort,
hours, or utilization of capital). In our full model in section 3, sectoral allocations of Npje and mp it
are predetermined within a period. The market-clearing wages and rental rates therefore pin down
the equilibrium choices of effort, hours, and utilization in a period. This further implies that the
household’s optimal choices of unobserved utilization and effort will be proportional to its choice
of observed hours. The intra-temporal first-order conditions for the household therefore allow us

express unobserved effort and capital utilization as a log-linear function of observed hours:

vj (enidInupje + (1 — aj)njdInen;) = (GdIn by, (4.2)

h h
where (; = 7, ((1 — o) % + ozj%).

Notice that this structure is similar to assuming that firms face an upward-sloping cost schedule for
increasing effort, hours, or utilization holding other factors constant, which is the model in BFK.
While our framework is somewhat less general, an advantage is that we do not have to assume ad-hoc

convex cost functions for firm choices.
Plugging these relationships into (4.1) yields the following estimating equation:

dln Ynjt = 5; (Oéj?]jdhlmnjt + (1 — ozj)njdln (hnthnjt) + (1 — nj)dlanjt) (43)
+65d1n hnjt + Onj + d1n Zyjy,

where we also added country xsector fixed effects d,,; to allow for country-sector specific trend output
growth rates. The estimation proceeds to regress real output growth on the growth of the composite

observed input bundle and the change in hours. The coefficient (5{ is clearly an estimate of returns-
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to-scale ;. In Section 5 we provide specific functional forms under which we can provide a structural

interpretation for the constant 5? = @-.7

We use a strategy similar to BFK when implementing this estimation. First, input usage will move
with TEFP shocks dIn Z,,;, and thus the regressors in this equation are correlated with the residual.
To overcome this endogeneity problem, we use potentially three instruments. The first is oil shocks,
defined as the difference between the log oil price and the maximum log oil price in the preceding
four quarters. This oil price shock is either zero, or is positive when this difference is positive,
reflecting the notion that oil prices have an asymmetric effect on output. The annualized oil shock
is the sum over the four quarters of the preceding year. The second instrument is the growth rate in
real government defense spending, lagged by one year. Finally, the third instrument is the foreign
monetary policy shock interacted with the exchange rate regime. This instrument follows di Giovanni
and Shambaugh (2008) and di Giovanni, McCrary, and von Wachter (2009), who show that major
country interest rates have a significant effect on countries’ output when they peg their currency
to that major country. The assumption in specifications that use this instrument is that for many

countries, interest rates in the US, Germany, or the UK are exogenous.

In practice, we estimate two separate sets of regressions. The first is confined to only the G7
countries, and uses only the first two instruments (oil and military spending). This tends to lead
to the strongest instruments and most precisely estimated coeflicients. Since these are the major
world economies, the foreign interest rate instrument is not appropriate here. Second, we estimate
this equation on the full sample of countries excluding the “base interest rate” countries of the US,

Germany, and the UK, in which case we use all three instruments.

Finally, following BFK, to reduce the number of parameters to be estimated, we restrict 5]2- to take
only three values, according to a broad grouping of sectors: durable manufacturing, non-durable

manufacturing, and all others.

Conditional on these estimates and the log changes in the observed inputs, we obtain the TFP

shocks d1n Z,,; as residuals. We use the estimate of (; in two places, as we need it to construct the
. —a:\" .

dln {(Ka] L a’) T x? 77]] term:

njt—njt njt

njt—njyt njt njt njt

C.
o\ 1. (e, A=+t
dln[(KaJ L “J)"J Xl,”ﬂ} — dln (maﬂJN(l gy ijjt’“),

where we substituted for unobserved inputs using (4.2).

"The setting in BFK implies the same reduced-form estimating equation, derived under different assumptions. The
structural interpretation of the estimated parameters differs slightly from BFK in our framework, but we can still
recover estimates of returns-to-scale and adjust for unobserved utilization.
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4.2 Extracting Non-Technology Shocks

Given data on gross revenues Y, ;; and its deflators P,;;, we have estimates of real output Y,
(indeed, these are the same data needed to estimate TFP). Denote by a “” the gross change in a

variable: Tyy1 = x44+1/2¢. Then we can write the gross change in real output as:

~

. - 7 ooy ploa \ Gl-n; \V
Yojier = Znyt+1<<Knjt+1Lnjt+1) ant+1 :

Plugging the gross proportional change versions of equation (3.7) and the household’s optimal choices

of variable factor utilization, we obtain the following expression:

7 o\ " Vi
- PPN P P(l—aj)+g\ 7
o P
v _ 7. _ o N(l—w)(l—aj)—ﬁ Prjt+1Ynjt1 .
njt+1 = njt+1 Moyit+1Vnjt+1 35 njt+1 5njt+1
Pty

Our dataset, discussed below, has the information on all the elements of equation (4.4) required to
back out the composite factor supply shock Enjt+1 except for the consumption price index ﬁn’t+1.
That is, we know real output growth i}njt+1, real input growth ant+1, TFP growth ant+1v as well

as the changes in the price indices ﬁnjt+1. If we knew ﬁnt+1, we could back out gnjt+1.

We rely on the model structure and the observed final expenditure shares to compute the model-

implied ﬁnt+1. Standard steps yield the following expressions for the changes in price indices:

~ ~ Win
Pory1 = H( ﬁjt+1> (4.5)
J
1

i-p
Z gt—&—lﬂ'mnjt] : (4'6)

~ B
njt+1 =

Since we know the gross output price indices for each country and sector P;4+1, and the final
consumption shares of each source country in each destination and sector 7, ., and wj,, we can

simply construct IBntH directly.®
4.3 Data

The data requirements for estimating equation (4.3) is growth of real output and real inputs for a

panel of countries, sectors, and years. The dataset with the broadest coverage of this information is

8The construction of ﬁnt+1 requires information on p. We structurally estimate p using our model, and provide a
detailed discussion of the estimating equation and instruments in Appendix B.
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KLEMS 2009 (O’Mahony and Timmer, 2009).” This database contains gross output, value added,
labor and capital inputs, as well as output and input deflators. In a limited number of instances,
we supplemented the information available in KLEMS with data from the WIOD Socioeconomic
Accounts, which contains similar variables. After data quality checking and cleaning, we retain a
sample of 30 countries, listed in Appendix Table Al. The database covers all sectors of the economy
at a level slightly more aggregated than the 2-digit ISIC revision 3, yielding, after harmonization,
30 sectors listed in Appendix Table A2. In the best cases we have 28 years of data, 1970-2007,
although the panel is not balanced and many emerging countries do not appear in the data until the
mid-1990s.

The oil price series is the West Texas Intermediate, obtained from the St. Louis Fed’s FRED database.
We have also alternatively used the Brent Crude oil price, obtained from the same source. Military
expenditure comes from the Stockholm International Peace Research Institute (SIPRI). The exchange
rate regime classification along with information on the base country comes from Shambaugh (2004),
updated in 2015. Finally, base country interest rates are proxied by the Money Market interest rates

in these economies, and obtained from the IMF International Financial Statistics.

The extraction of the non-technology shocks and the quantitative analysis require additional infor-
mation on the input linkages at the country-sector-pair level, as well as on final goods trade. This
information comes from the 2013 WIOD database (Timmer et al., 2015), which contains the global

input-output matrix.
4.4 Empirical Results

TFP Estimation Table 1 reports the results of estimating equation (4.3). The returns to scale
parameters vary from about 0.7 to 0.9 in durable manufacturing, from 0.3 to 1 in non-durable
manufacturing, and from 0.1 to nearly 2 in the quite heterogeneous non-manufacturing sector. Thus,
the estimates show departures from constant returns to scale in a number of industries, consistent
with existing evidence. The coefficient on hours per worker (dIn hy;;) is significantly different from
zero in two out of three industry groups, indicating that adjusting for unobserved utilization is

important in the manufacturing industries.

Appendix Table A3 provides more detailed results for all industries within each of these three broad
groups. Appendix Figure Al also plots the estimated TFP series against the Solow residual for all

the countries in the sample.

9This is not the latest vintage of KLEMS, as there is a version released in 2016. Unfortunately, however, the 2016
version has a shorter available time series, as the data start in 1995, and also has many fewer countries. A consistent
concordance between the two vintages is challenging without substantial aggregation.
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TABLE 1: Summary of Production Function Parameter Estimates

Industry Group Median Returns to Scale Utilization Adjustment
Durables 0.771 2.939
[0.701,0.895] (1.767)
Non-durable manufacturing 0.806 1.419
[0.289,0.988] (0.389)
Non-durable non-manufacturing 1.221 0.245
[0.121,1.863] (0.649)

Notes: This table reports the range of estimates of y; in the three broad groups of sectors, and the estimates
of (; along with their standard errors in parentheses.

Non-Technology Shocks Having estimated these production function parameters and TFP shocks,
we simply back out the implied non-technology shocks using our data and equation (4.4). Appendix

Figure A2 plots these shocks against our estimated TFP shocks for all countries.

Cross-Country Correlations With these estimates in hand, we are ready to examine cross-
country correlations. The estimates of the TFP shocks alone deliver some insights about the direct
effects of these shocks relative to the Solow residual (the traditional measure of TFP). We present
results for two subsamples: the G7 countries and the full sample. The G7 countries have less variation
among them, making patterns easier to detect. In addition, the production function coefficient
estimates are most reliable for the G7 sample, and we use them as the baseline coefficients to be
applied to all other countries, implying that TFP and inputs in other countries are likely measured

with greater error.

In the first instance, we are interested in the proximate drivers of comovement between countries, and
in particular whether aggregate comovement occurs because of correlated TFP or inputs. Appendix

A shows that GDP growth can be written a sum of two components:
dinY,; =~ dlnZ, +dInTZ,, (4.7)

where aggregate TFP is denoted by:

J
dnZn =Y wh, dnZy, (4.8)
j=1

and d1nZ,; is the log change in the scale-adjusted primary factor inputs (see equation A.4). According

D

to (4.8), aggregate TFP growth is thus a weighted average of sectoral TFP growth rates, with W1

being the Domar weights.
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We begin by presenting in Table 2 the basic summary statistics for the elements of the GDP decom-
position in equation (4.7). While the non-technology shocks do not appear in this decomposition,
these results are useful for highlighting the role of the TFP shocks and comparing them to the Solow
residual. The top panel reports the correlations among the G7 countries. The average correlation of
real GDP growth among these countries is 0.38. The second line summarizes correlations of the TFP
shocks. Those are on average zero, if not negative. By contrast, input growth is positively correlated,
with a 0.24-0.25 average. We then correlate the components of dInZ,; in equation (A.4) separately.
The primary inputs and the scale effect term are both positively correlated across countries, with an

order of magnitude that is similar to the correlation in the overall d1nZ,;.

Appendix A also shows that the Solow residual can be written as a sum of the aggregate TFP growth

and the aggregated variable utilization change dlnUy;:
dIn Sy =dIn Zp + dInlyg, (4.9)

with the expression for dInif,; provided in (A.7).

Thus, it is an empirical question to what degree correlations in the Solow residual reflect true tech-
nology shock correlation as opposed to endogenous input adjustments. Table 2 shows that the Solow
residual has an average correlation of 0.15 in this sample of countries. If Solow residual was taken
to be a measure of TFP shocks, we would have concluded that TFP is positively correlated in this
set of countries. As we can see, this conclusion would be misleading. Indeed, the correlation in the
utilization term U,;, which is the difference between the TFP shock d1n Z,; and the Solow residual,
accounts for for the entirety of the correlation in the Solo residual, on average. This indicates that
the correlation in the Solow residual is in fact driven by unobserved input utilization and scale ad-
justments. The top panel of Figure 1 depicts the kernel densities of the correlations of real GDP,
TFP, and inputs. There is a clear hierarchy, with the real GDP being most correlated, and the TFP

being least correlated and centered on zero.

The bottom panel of Table 2 repeats the exercise in the full sample of countries. The basic message
is the same as for the G7 but quantitatively the picture is not as stark and the variation is greater.
It is still the case that dln Z,; has a very low average correlation, with the mean and median of
0.014 and 0.043, respectively. It is also still the case that the inputs d1n I,;; have greater correlation,
and that their correlation is on average about half of the average real GDP correlation. The Solow
residuals are also more correlated than dln Z,;, and part of the difference is accounted for by the
fact that the unobserved inputs are positively correlated. The bottom panel of Figure 1 displays the

kernel densities of the correlations in the full sample.

To summarize, real GDP growth is significantly positively correlated in our sample of countries,
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TABLE 2: Correlations Summary Statistics

Mean Median 25th pctile 75th pctile

G7 Countries (N. obs. = 21)

dInYy, 0.396  0.378 0.252 0.549
dln Z, -0.014  0.015 -0.199 0.200
dlIn I, 0.248  0.235 0.157 0.382
Primary inputs  0.264  0.258 0.153 0.352
Scale ef fect 0.172  0.152 0.122 0.262
dlIn Spy 0.151  0.144 0.060 0.314
dIn Uy 0.125  0.165 -0.014 0.277

All countries (N. obs. = 406)

dInYy,, 0.175  0.201 -0.038 0.442
dln Z,4 0.011 0.032 -0.197 0.230
dln I 0.089  0.098 -0.121 0.330
Primary inputs  0.112 0.132 -0.092 0.314
Scale ef fect 0.092  0.091 -0.083 0.285
dln Sy, 0.0564  0.072 -0.160 0.302
dIn Uy 0.036  0.055 -0.165 0.238

Notes: This table presents the summary statistics of the correlations in the sample of G7 countries (top
panel) and full sample (bottom panel). Variable definitions and sources are described in detail in the text.
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especially in the G7. TFP growth adjusted for utilization has an order of magnitude lower average
correlation than GDP growth. Indeed, average TFP correlation is essentially zero. By contrast,
correlations in input growth have the same order of magnitude as real GDP correlations. Finally,
using Solow residuals as a proxy for TFP growth can be quite misleading. In our sample of countries,
it would lead us to conclude that productivity growth is strongly positively correlated across countries,
whereas in fact correlation in the Solow residuals appear to be driven mostly by correlation in the

unobserved inputs.

This is of course only an accounting decomposition. Input usage will respond to TFP shocks at home
and abroad. Since the growth in inputs has not been cleaned of the impact of technology shocks, it
cannot be thought of as driven exclusively by non-technology shocks. We next turn to assessing the
unconditional Domar-weighted correlation of non-technology shocks across countries as we did for
TFP shocks. Then, in section 5 we use our full model and the decompositions outlined in Section 2
to perform a number of exercises aimed at understanding the full role of these shocks in international

comovement.

Patterns in Non-Technology Shocks Across Countries Unlike the decomposition of GDP
growth into TFP and inputs in (4.7), there is no decomposition that isolates the non-technology
shocks Enjm as an additive component in the GDP growth rate. Nonetheless, to provide a sim-
ple illustration of the correlations of Enth across countries, we construct a Domar-weighted non-
technology shock, to parallel the Domar-weighted TFP shock in (4.8):

J
dinéne =Y why dIng,. (4.10)
j=1

Table 3 reports the correlations in dIné,; among the G7 and in the full sample. As was evident
from equation 4.4, the values of the £ shocks depend on several model elasticities. We calibrate the
factor supply elasticities (Table 4), and structurally estimate the trade elasticities (Appendix B).
Therefore, we report those correlations under both values of p that we consider, 2.75 and 1, and for
two values of 1, 4 and 1.01 (see below for the description of calibration). The non-technology shocks
are positively correlated across countries, unlike TFP. The correlation be non-technology shocks is
around 0.12-0.15 on average in the G7 countries, which is well short of the observed GDP correlation,
but substantially higher than the average TFP correlation in this set of countries, which is essentially
zero. In the full sample, aggregated non-technology shocks have about a 0.04 correlation on average,
which is not very different from the TFP correlation. This suggests that, when considering the G7
group of countries alone, non-technology shocks have a better chance of producing positive output
correlations observed in the data. The average correlations in dIn&,; are insensitive to the values

of p and . Appendix Table A5 shows that the pattern of correlations remains very similar when
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using values of 1, that differ across industries.

TABLE 3: Correlations in d1n&,; Summary Statistics

Mean Median 25th pctile 75th pctile

G7 Countries (N. obs. = 21)

p =275

=4 0.139  0.125 0.023 0.253

¥, =1.01 0.118  0.126 -0.004 0.230

p =

Py, =4 0.148  0.207 0.044 0.389

P, =1.01 0.141  0.254 -0.022 0.336
All countries (N. obs. = 406)

p=2.75

Yy =4 0.038  0.059 -0.178 0.254

¥, =1.01 0.019  0.040 -0.187 0.230

p=1

Py =4 0.029  0.034 -0.210 0.267

Y, =1.01 0.009 0.013 -0.243 0.259

Notes: This table presents the summary statistics of the correlations of dIn&,: defined in (4.10) in the
sample of G7 countries (top panel) and full sample (bottom panel). Variable definitions and sources are
described in detail in the text.

5 Quantitative Assessment

Shocks in our model can affect aggregate outcomes due to their contemporaneous impact — their
correlation and the intratemporal transmission through the network — as well as their dynamic
impact driven by the response of capital accumulation and intertemporal labor adjustment to the

shocks.

To understand and separate the mechanisms in the model that generate comovement, it is useful
to first consider a “static” version of the model, where both capital accumulation within a sector
and movement of workers across sectors is not permitted. This approach emphasizes the role of the

input-output structure of the model in amplifying or dampening the underlying contemporaneous
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FIGURE 1: Correlations: Kernel Densities
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Notes: This figure displays the kernel densities of real GDP growth, the utilization-adjusted TFP, and input
correlations in the sample of G7 countries (top panel) and full sample (bottom panel). Variable definitions
and sources are described in detail in the text.



correlations of the sectoral shocks. We therefore begin by conducting several counterfactuals in a
static version of our model, before moving to the fully dynamic setup where we develop intuition

about the intertemporal propogation in the model.
5.1 “Static” Counterfactuals

Having recovered both technology and non-technology shocks in each sector and country, we would
like to simulate output growth rates in the counterfactuals in which one of these shocks is turned
off and machines m,,j; and employees N, ;; are held constant. The analytical solution expressed as a
global influence matrix is in Section 3.1. The linear solution is useful as it permits decompositions of
changes in GDP into intuitive additive terms. However, for the static model, we can obtain the exact
solution using the hat algebra approach of Dekle, Eaton, and Kortum (2008). The details of the exact
solution to the model are in Appendix C. It turns out that in our setting, the exact and first-order
approximation solutions are very close to each other. Below, we will present the correlations coming
from both.

5.2 Calibration

In implementing this static approach, we only need to take a stand on the value of a small number of
parameters, and use our data to provide the required quantities. Table 4 summarizes the assumptions
for the static model and data sources. The final consumption Armington elasticity p is set to either
2.75 or 1 based on our estimation results. Two parameters 1, and ¥, govern the elasticity of different
margins of labor supply (hours and effort). As we lack evidence that the elasticity with respect to
hours should vary from that for effort, we set them both to 4, implying the Frisch labor supply
elasticity is 0.5 as advocated by Chetty et al. (2013). We have less guidance to set the capital supply
parameter v,,. Our TFP estimation procedure coupled with our choices of ¥, and 1} provides an
overidentification restriction for 1), which we outline in Appendix D.1. However, the range of values
that satisfy this restriction is large, and includes values that imply very elastic and inelastic capital
supply. We therefore choose a baseline value of 4, implying a relatively inelastic capital supply, but

also assess the performance of the model for a value of 1.01 — a highly elastic capital supply.

All other parameters in the static model have close counterparts in basic data and thus we compute
them directly. Capital shares in total output a; come from KLEMS, and are averaged in each
sector across countries and time. The scale parameters y; come from our own production function

estimates reported in Appendix Table A3. We initialize both the static and dynamic models in the

T .
nmj

Cc

mnj are computed

same steady state. Steady state input shares 7 and final consumption shares 7
as averages from WIOD. Appendix C outlines our algorithm for solving the model and constructing

counterfactuals.
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TABLE 4: Parameter values

Param. Value Source Related to

p 2.75 or 1 Our estimates final substitution elasticity

€ 1 Our estimates intermediate substitution elasticity
Ve, Un, 4 Chetty et al. (2013) Frisch elasticity

P 4 or 1.01 Our estimates capital supply elasticity

aj, B KLEMS labor and capital shares

Yj own estimates returns to scale

Tt WIOD final use trade shares

Tt WIOD intermediate use trade shares

Wy WIOD final consumption shares

Additional Parameters for Dynamic Model

Our second implementation will be the full dynamic solution of the model. For this we must calibrate
a larger group of parameters. The additional parameters for the dynamic model are in the second

panel of table 4.
5.3 Impulse Responses

Analytical results or intuition about the transmission of shocks in our framework are complicated
by the large country and sector dimension of the model. Prior to simulating the model with the
observed shocks, we therefore conduct the following exercises to understand the transmission in our
model:

1. a hypothetical U.S. shock in all sectors,

2. a hypothetical rest-of-the-world shock in all sectors from the perspective of each country, and,

3. a symmetric shock in each sector in every country of the world.

In each exercise, we simulate a hypothetical 1% shock — technology and non-technology. The rest-

of-the-world exercise assumes that the country in question is not shocked, but all other possible
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countries and sectors are, and as a result this exercise has to be conducted country by country.
Examining the static equilibrium equations (C.1)-(C.4) reveals that up to a scaling parameter the
technology and non-technology shocks do not have differential transmission properties in this model.
The impact of these two shocks in the exercises identical by construction, an thus to conserve space

we only report the impulse responses to TFP shocks.

Figure 2 displays the change in real GDP in every other country in the world following a 1% U.S.
shock in each sector. The white bars depict the GDP responses under p = 2.75, while the dark bars

depict the response under p = 1.

FIGURE 2: Impulse Responses to a US 1% Shock
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Notes: This figure displays the change in log real GDP of every other country in the sample when the
United States experiences a productivity shock of 0.01 in every sector.

The results show that the observed trade linkages do result in transmission. Smaller economies with
large trade linkages to the U.S., such as Canada, are the most strongly affected by the U.S. shocks.
Under the low elasticity, the mean response of foreign GDP is 0.08%, and the maximum response —
Canada — is about 0.3%. On the other hand, the final substitution elasticity matters a great deal for
the size of the effects: the response of foreign GDP to the US shocks is about three times as high for
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p =1 than for p = 2.75.

Next, we simulate the real GDP responses of each country n in the sample when all other countries
(excluding n) experience a 1% technology shock. The exercise answers the question, if there is a
1% world shock outside of the country, how much of that shock will manifest itself in the country’s
GDP? Figure 3 displays the results. In response to a 1% world TFP shock, under the low elasticity of
substitution the mean country’s GDP increases by 0.7%, with the impact ranging from less than 0.2%
in the U.S. and Japan to 1.1-1.2% in Latvia and Lithuania. Smaller countries are not surprisingly
more affected by shocks in their trade partners. The magnitude of transmission is uniformly lower
with the higher elasticity. In this case, the mean impact is about 0.2% for the 1% technology shock.

All in all, these results suggest that world shocks have a significant impact on most countries.

FI1GURE 3: Impulse Responses to Rest of the World 1% Shocks
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Notes: This figure displays the change in log real GDP of every country in the sample when the rest of the world
excluding the country experiences a TFP shock of 0.01 in every sector.

Figure 4 illustrates the results of our third impulse response exercise, a 1% productivity shock to
every country and sector in the world. In this exercise, we are most interested in the share of the

total GDP change that comes from the shocks to the country’s own productivity, and how much
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comes from foreign shocks. Thus, we use the linear approximation to a country’s GDP growth (2.3),

and separate the overall impact into the own term D,, and the rest.

The figure highlights that for all countries, shocks to domestic sectors matter much more for GDP
growth than foreign sector shocks. The relative importance of foreign sector shocks is larger for
smaller, more open economies like Ireland or Latvia. For Ireland, the direct effect of a 1% shock
in each sector is 3.6% and the rest-of-the-world effect (grouping the partner and rest-of-the world
terms) is 0.8%. In contrast, for the US the numbers are 4.6% and 0.07%.

FIGURE 4: Impulse Responses to 1% shock in every sector in every country
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Notes: This figure displays the change in log real GDP of every country in the sample, decomposed into a direct
effect and a rest of world effect, when all sectors in every country experiences a productivity shock of 0.01.

5.4 GDP Correlations in the Model

We next simulate the full “static” model by feeding in the estimated shocks. Tables 5 and 6 report
correlations in our model simulated with both technology and non-technology shocks, as well as

counterfactual economies featuring only technology or non-technology shocks, under p = 2.75 and
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p = 1, respectively. Trade is balanced in every period.'® The first two lines report the summary
statistics for the real GDP correlations in the data and in the baseline model in which both shocks
are as measured in the data. Our static model generates correlations that are about half of what
is observed in the data, for both the G7 and the full sample. The tables also include results under
a higher Frisch elasticity of 2. Predictably, the correlations generated by the model rise when the
Frisch elasticity is higher, but the relative contributions of the two types of shocks do not change
(results available on request). Figure 5 compares the full distribution of bilateral correlations in our
model with both shocks for p = 2.75 to the data.

TABLE 5: Model Fit and Counterfactuals: Correlations of d1n Yy, p = 2.75, ¢, = 4

Mean Median 25th pctile 75th pctile

G-7 countries (N. obs. = 21)

Data 0.380  0.378 0.265 0.533
Model 0.190 0.187 -0.061 0.488
Model (Frisch elasticity=2) 0.252  0.290 0.064 0.493
Non-Technology Shocks Only 0.267  0.291 0.194 0.383
Technology Shocks Only 0.087  0.092 -0.200 0.381

All countries (N. obs. = 406)

Data 0.171  0.205 -0.078 0.428
Model 0.100  0.114 -0.157 0.373
Model (Frisch elasticity=2) 0.117  0.144 -0.145 0.397
Non-Technology Shocks Only 0.049  0.065 -0.184 0.291
Technology Shocks Only 0.028  0.046 -0.192 0.245

Notes: This table presents the summary statistics of the correlations of dInY,; in the sample of G7 countries
(top panel) and full sample (bottom panel) under the different assumptions on shocks and trade linkages. Variable
definitions and sources are described in detail in the text.

Next, we simulate the model under only non-technology and only TFP shocks. It is immediately
apparent that the non-technology shocks are responsible for much of the comovement in the model.
For the G7 group, the model with only non-technology shocks generates 47-66% of the average
correlations implied by the model with both shocks, while the model with only technology shocks

10 Appendix Table A4 reports the fit of the model and counterfactual exercises where deficits are allowed to evolve
as in the data.
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TABLE 6: Model Fit and Counterfactuals: Correlations of dlnYy:, p =1

Mean Median 25th pctile 75th pctile

G-T7 countries (N. obs. = 21)

Data 0.380  0.378 0.265 0.533
Model 0.190  0.187 -0.061 0.488
Model (Frisch elasticity=2) 0.252  0.290 0.064 0.493
Non-Technology Shocks Only 0.267  0.291 0.194 0.383
Technology Shocks Only 0.087  0.092 -0.200 0.381

All countries (N. obs. = 406)

Data 0.171  0.205 -0.078 0.428
Model 0.100  0.114 -0.157 0.373
Model (Frisch elasticity=2) 0.117  0.144 -0.145 0.397
Non-Technology Shocks Only 0.049  0.065 -0.184 0.291
Technology Shocks Only 0.028  0.046 -0.192 0.245

Notes: This table presents the summary statistics of the correlations of dInY,: in the sample of G7 countries
(top panel) and full sample (bottom panel) under the different assumptions on shocks and trade linkages. Variable
definitions and sources are described in detail in the text.

generates only 25% of the comovement on average. The results for all countries are similar in terms
of relative magnitudes, though even non-technology shocks account for less comovement: technology
shocks generate 14-19% of the comovement of the full model on average, while the non-technology
shocks generate 24-33% of the comovement. These relative magnitudes are not sensitive to the two

alternative values of p.'!

To assess the importance of correlated shocks relative to transmission in the model with the estimated
shocks, we decompose bilateral correlations along the lines of equation (2.4), rewritten in correlations.
Table 7 illustrates the results for the estimated shocks. The line labeled “Baseline” reproduces the
correlations generated by the model. Under “Approximation” we report the correlations computed
based on the first-order approximation to the GDP growth rate in (2.2). It is clear that the first-
order approximation delivers correlations that are virtually the same as the fully-solved model. The

“Decomposition” lines break down the overall correlation into the terms in equation (2.4). For the

1 As we have emphasized throughout, the relative importance of technology and non-technology shocks in this
framework can at this point only arise through differences in correlation patterns of the underlying shocks. For the
non-G7 countries, the non-technology shocks are less correlated than for the G7 countries. So their smaller contribution
to cross-country correlations is not surprising.

32



FIGURE 5: Bilateral correlations: Model vs. Data

Model Fit: rho=2.75

-5

Model

® Correlations of dIRGDP_n, dIRGDP_n’

Notes: This figure displays the bilateral correlations for all country-pairs in our baseline model with p = 2.75 to
those in the data. The slope estimate of a regression of the empirical correlations on the model correlations, weighted
by partner-country GDP, is 0.35. Capital and the number of workers are kept fixed at steady state levels.

G7 countries, the correlation of shocks is responsible for around two-thirds of the model correlations
in the simulation with both shocks. Nonetheless, the bilateral and multilateral transmission terms

are a non-negligible component of the overall correlation.
5.4.1 The Role of the Input Network

Another way to quantify the role of transmission in generating observed comovement is to compare
the correlations in the baseline model to correlations that would obtain in an autarky counterfactual.
However, when shocks are correlated and input linkages propagate sectoral shocks within a country,
what one assumes about the autarky counterfactual input-output matrix is not innocuous. As
emphasized in Section 2, an important determinant of GDP comovement is whether sectors with
more correlated shocks are relatively more influential (high s,,;’s) in the two economies. When
comparing comovement in the trade equilibrium to autarky, we must take a stand on the autarky
influence vectors sauTn. The assumptions put on the counterfactual autarky input-output matrix

will determine the shape of sauyTn. We only observe the full global input-output matrix, which in
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TABLE 7: Transmission of shocks, G7 countries, p = 2.75

Both Shocks

Baseline: 0.190 0.187 -0.061 0.488
Approximation 0.186  0.209 -0.084 0.489
Decomposition:

Shock Correlation 0.150  0.115 -0.137 0.509
Bilateral Transmission 0.012 0.010 0.005 0.015
Multilateral Transmission 0.022  0.019 0.009 0.033

Only TFP Shocks
Mean Median 25th pctile 75th pctile

Baseline 0.087  0.092 -0.200 0.381
Approximation 0.086  0.091 -0.201 0.382
Decomposition:

Shock Correlation 0.052  0.072 -0.216 0.312
Bilateral Transmission 0.013  0.009 0.004 0.018
Multilateral Transmission 0.007  0.004 0.000 0.018

Only Non-Technology Shocks

Baseline: 0.267  0.291 0.194 0.383
Approximation 0.274  0.298 0.196 0.404
Decomposition:

Shock Correlation 0.221 0.239 0.138 0.367
Bilateral Transmission 0.017  0.009 0.005 0.016
Multilateral Transmission 0.028 0.027 0.009 0.039

Notes: This table presents the decomposition of the transmission of observed shocks into direct effects, the direct
transmission and the multilateral transmission based on the influence vector approximation.

our analysis is taken as given in steady state. Theory does not offer clear guidance on what the

autarky counterfactual input-output structure would look like.

We report results of 3 autarky counterfactuals. The first is a value added-only model: n]AUTl =1
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Vj. In this model, there are no input-output linkages, domestic or international.

The second is a model in which the domestic input coefficients are unchanged as a share of gross
output, whereas the sum total of the observed foreign input coefficients is reapportioned to value
added:

z, AUT2 x

ni,nj,t = Tningt 51
AUT2 . § : x

nnj = nj + 7rmi,nj,t" (52)

i;m#n

In other words, the second autarky counterfactual assumes that in each sector and country, the
intermediates that in the data are imported will be replaced by value added.'? This counterfactual

keeps the propagation of shocks through the domestic linkages unchanged.

Finally, the third autarky counterfactual reassigns foreign input coeflicients to the domestic inputs,

while keeping the value added share of gross output the same as in the baseline:

¢, AUT3 T T
7Tni,nj,t - Trni,nj}t + Z 7T’mi,nj,t (53)
m#n
AUT3 _
1; = 1. (5.4)

As an example, suppose that the US Apparel sector spent 10 cents on US textile inputs and 5 cents
on Chinese textile inputs per dollar of Apparel output, the remaining 85 cents being accounted for
by value added. The second autarky counterfactual assumes that this sector still spends 10 cents
on US textile inputs, while its value added rises to 90 cents per dollar of output. The third autarky
counterfactual assumes instead that value added is still 85 cents per dollar of gross output, but now
the sector spends 15 cents on US textile inputs. The third autarky counterfactual thus raises the
domestic input coefficients for each sector by the amount of lost foreign input coefficients. As a
result, it increases the scope for propagation of domestic shocks even as it rules out propagation

of shocks from abroad. By construction, all autarky counterfactuals assume that there is no input

AUT1 AUT?2 AUT
z, AU _ _z,AU _ x’U3:OVm7€n.

trade: ﬂmi,nj,t - "maing,t T "mingt

The value-added-only autarky model has an exact analytical solution for the vector sauTn:

-1
dinY, = w), [IJ - <<$ + (1 — a)> .’y) w;] d1nZ,, (5.5)

SAUTn

12The input spending shares Tminj,t are not parameters when the aggregation is CES. However, the quantitative
implementation uses a unitary elasticity, and thus the 77,; ,,; ; can be treated as parameters with no ambiguity.
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where w and ~ are vectors of length J x 1 and I is the J x J identity matrix.

This expression makes it clear that even in this simple economy, the influence vector differs from
final expenditure shares w,. The difference comes from non-constant returns to scale and elastic
factor supply. In other words, shocks to sectors with high returns to scale can be amplified both
by increasing returns in the sector and the response of factors. Notice also that the size of the
sector’s share in final consumption wy,; matters for the impact of its shocks: relative to a world with

symmetric wy;, shocks to larger sectors in final consumption will have a larger aggregate impact.

The influence vectors in the AUT2 and AUT3 models do not have a closed-form exact analytical
expression, but they will generally differ from the vector in equation (5.5). Similarly, the direct
influence vector in the open economy will also generally differ from the vectors in autarky. While an
exact analytical solution for this influence vector does not exist, we can utilize the analytical influence
vector obtained from the first-order approximation in Section 3.'® The changes in GDP comovement
between autarky and trade trade will depend on how these influence vectors differ across models, as

emphasized by Equation (2.8).

Tables 8-9 report the GDP correlations in the three autarky counterfactuals. The row labeled “VA
Only” summarizes the correlations in the AUT'1 model, with no domestic input linkages. Strikingly,
in the G7 sample the autarky value-added-only model produces much higher GDP correlations than
the model with the full international input linkages. This model generates around 0.31 average
correlations in the G7 countries, compared to the 0.165 averages in the baseline with the high p. The
lines labeled “Same Dom. Links” report the correlations under the AUT2 autarky counterfactuals.
These correlations fall relative to the AUT'1 scenario, but do not fall all the way to the baseline
averages for the G7. Finally, the AUT3 counterfactuals are reported under “Increased Dom. Links.”
This scenario generates averages that are by and large the same as in the baseline with trade in the
G7. This pattern holds for both the high and low p, though when p = 1 — the fully Cobb-Douglas
model — the correlations are less sensitive to the assumed input-output structure.'* Outside of the

G7 sample, the comparison of the autarky and trade correlations does not reveal a clear ranking.

Equation (2.8) helps understand these results. The change in GDP comovement between autarky
and trade is actually a sum of two terms: the re-weighting of sectors towards or away from those
with more correlated shocks (AShock Correlation,,, ), and the international transmission terms. We
established above that the international transmission terms are generally positive. Thus, to observe

the lower average correlation under trade, it must be that the change in the shock correlation term is

13 Appendix C assess the fit of the first order approximation by comparing GDP growth rates in the full model with
those implied by the influence vector. In our model, the first order approximation matches the full model well.

!4 This would be expected as in this case the model is closest to the standard model for instance in Acemoglu et al.
(2012).

36



TABLE 8: Autarky Counterfactuals: Correlations of dIn Y, p = 2.75

Mean Median 25th pctile 75th pctile

Data 0.380 0.378 0.265 0.533
Baseline 0.190 0.187 -0.061 0.488

Autarky Models:

VA Only 0.296 0.350 0.167 0.397
Same Dom. Links 0.239 0.219 0.122 0.401
Increased Dom. Links 0.153 0.157 -0.112 0.468

All countries (N. obs. = 406)
Mean Median 25th pctile 75th pctile

Data 0.171  0.205 -0.078 0.428
Baseline 0.100 0.114 -0.157 0.373

Autarky Models:

VA Only 0.079 0.062 -0.147 0.310
Same Dom. Links 0.068 0.057 -0.163 0.306
Increased Dom. Links 0.084 0.100 -0.156 0.343

Notes: This table presents the summary statistics of the correlations of dInY,: in the sample of G7 countries
(top panel) and full sample (bottom panel) under the different assumptions on shocks and trade linkages. Variable
definitions and sources are described in detail in the text.
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TABLE 9: Autarky Counterfactuals: Correlations of dInY,:, p =1

Mean Median 25th pctile 75th pctile

Data 0.380  0.378 0.265 0.533
Baseline 0.190  0.187 -0.061 0.488

Autarky Models:

VA Only 0.296 0.350 0.167 0.397
Same Dom. Links 0.239 0.219 0.122 0.401
Increased Dom. Links 0.153 0.157 -0.112 0.468

All countries (N. obs. = 406)
Mean Median 25th pctile 75th pctile

Data 0.171 0.205 -0.078 0.428
Baseline 0.100 0.114 -0.157 0.373

Autarky Models:

VA Only 0.079 0.062 -0.147 0.310
Same Dom. Links 0.068 0.057 -0.163 0.306
Increased Dom. Links 0.084 0.100 -0.156 0.343

Notes: This table presents the summary statistics of the correlations of dInY,; in the sample of G7 countries
(top panel) and full sample (bottom panel) under the different assumptions on shocks and trade linkages. Variable
definitions and sources are described in detail in the text.

much more strongly negative than the positive transmission terms. This will happen when primitive
shocks are more correlated in sectors with a higher influence in autarky. Figure 6 illustrates this by
plotting the average AShock Correlation,,, and the transmission terms for the G7. On average, there
is non-negligible positive transmission of shocks in the model with trade, but it is more than offset
by the negative AShock Correlation,,, terms (meaning that in the trade equilibrium, less correlated

sectors receive on average higher weight).

Figure 7 plots the average changes in the influence vectors in the G7 sample, by sector. The figure
reveals which sectors receive a higher influence in the full baseline model, compared to each of the
autarky models. It is clear that the largest changes are for the non-tradeable sectors (Machinery and
Equipment Rentals and Other Business Services; and Real Estate Activities). These sectors have
a much larger influence in the trade model compared to the value-added only model (AUT1). By

contrast, the influence vectors change much less between the trade model and the autarky model
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FIGURE 6: Decomposing Changes in Correlations: Trade vs Autarky
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Notes: This figure illustrates how the pattern of correlations changes between the full model and the autarky value
added only model for the G7. The gray bars illustrate the average bilateral and multilateral transmission terms (all
positive) and the dark bars illustrate the decreasing direct correlation effect (mostly negative).

with increased domestic linkages (AUT3). The intermediate model (AUT2) is in-between those two

extremes.

The reason that these services sectors have a much higher influence in the model with 10 linkages
relative to the value added-only model is that these sectors are important input suppliers to other
sectors. The left panel of figure 8 reports the scatterplot of the change in the influence of a sector
against the intensity with which other sectors use it as inputs. The correlation between the two is
0.75: sectors used as inputs experience an increase in influence as we move from a value added-only
model to the full IO model.

At the same time, shocks in these sectors are on average less correlated with the foreign shocks. The
right panel in Figure 8 presents the scatterplot of the average correlation of the TFP shocks in a
sector with foreign shocks. The observations are weighted by the size of the sector in the baseline
trade model (more precisely, by the influence vector in the trade model). The negative correlation
(about —0.25) is evident.'®

Figures 7-8 illustrate the mechanics behind the finding that GDP comovement can actually fall when
going from autarky to an equilibrium with input trade. The reason is that the introduction of input
trade can dramatically change the influence of some sectors. What matters is whether introducing

input trade increases the influence of sectors with more or less correlated shocks. In our model

15There change in the influence vectors is virtually uncorrelated with the correlation in the non-technology shocks,
and we do not report that plot to conserve space.
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economy, the sectors whose importance increases the most are non-tradeable service sectors whose

shocks are actually relatively less correlated. Thus, adding input trade lowers GDP comovement.

FIGURE 7: Average Changes in the Influence Vectors: Trade vs. Autarky Models
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Notes: This figure displays the average change in the direct influence vectors
between the baseline model and each of the autarky models.

6 Dynamic Counterfactuals
Coming soon.
7 Conclusion

We set out to provide a comprehensive account of international comovement in real GDP. At the
heart of our exercise is measurement of both technology and non-technology shocks for a large
sample of countries, sectors, and years. Having measured these two types of shocks, we answer
two questions. First, is comovement primarily due to TFP or non-technology shocks? The answer
here is quite clear: non-technology shocks generate most of the observed international comovement.

Second, to what extent do countries comove due to correlated shocks vs. transmission of shocks

40



Fi1GURE 8: Changes in the Influence Vectors, Intensity of Use as an Input, and Shock Correlation
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Notes: This figure displays the change in the influence vectors against the intensity with which a sector is used as
an intermediate input (left panel), and the correlation of shocks between that sector and foreign sectors (right panel).

The line through the data is the OLS fit.

across countries? One clear answer is that correlated (non-technology) shocks are responsible for

the bulk of observed comovement. However, there is also evidence of transmission, especially under

low substitution elasticities and with a rich input-output network. Most interestingly however, we

find that the input-output network can also play an important role in regulating comovement, by

diversifying the economy towards sectors whose shocks are less correlated across countries.
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Appendix A TFP, GDP, and the Solow Residual

Aggregate GDP Growth This appendix presents the derivation of the decomposition of
GDP growth into the movement in aggregate TFP and aggregate factor inputs. Using the
definition of real GDP, we can express the change in real GDP between ¢t — 1 and ¢ as:

J
AY, = Z (PnjthYnjt - PétflAXnﬁ) ’

j=1
and the proportional change:

AY, i (P A — Py 1 AX )

Ynt— 1 Ynt— 1

J X
. Z UJD AY;th A)(njt Pnjt—anjt—l
- njt—1 - )
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D _ Pnjt1Ynji1
where w,,;, | = —5E

of the sector’s gross sales in aggregate value added. Approximate the growth rate with log
difference:

is the Domar weight of sector j in country n, that is, the weight
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Under the assumption that the share of payments to inputs in total revenues is the same as
in total costs, the growth in real GDP can be written as:'¢

dIn Yy, Z wh, . {dn Zy + ( —1)dIn [( K%, L;ﬁa]) X}lﬁm} (A.2)
J=1 True TFP o~ 4
Scale Effect

+aynidIn Kpj + (1 — a;)n;dIn Ly,

~
Primary Inputs

Then, the growth rate of GDP can be expressed in terms of observable and estimated values:

n]t njt

dInY,, anﬁ . danmt+(7 )[d1n< s N (Lo (oo 1 nﬂ (A.3)

/

j 1 TV
True TFP Scale Effect

+ (onjdInmy e + (1 — aj)njdIn hyje + (1 — a;)n;dIn Nyj) + GdIn by o

~
Utilization-adjusted Primary Inputs

leading to equations (4.7) and (4.8) in the main text, with the input-driven component of
GDP growth defined as:

J
a; rl-aj 1—n;
dInZ,, = szt_l ('yj—l)danKnthmt > antn} (A.4)
B Scah;glffect

+ ayn;dIn Ky 4 (1 — o)n;dIn Ly,

~
Primary Inputs

Further, we can also express the covariance in real GDP growth between two countries as

Cov(dInY,,dInY,,) = Cov(dnZ,,dnZ,,)+ Cov(dIn I,;,d1n I,,;) (A.5)
+Cov(dIn Z,,dIn 1,,,)) + Cov(dIn Iy, d1n Z,).

5Recall that, regardless of the nature of variable returns to scale or market structure, under cost minimization a;n;
is the share of payments to capital in the total costs, while (1 — «;)n; is the share of payments to labor. We do not
observe total costs, only total revenues. We assume that a;mn; also reflects the share of payments to capital in total
revenues. Under our assumption that sector j is competitive and the variable returns to scale are external to the firm,
this assumption is satisfied. In that case, these can be taken directly from the data as a;n; = rnjt Knji/PnjtYnje and
(1 — ;)N = WnjtLnjt/PnjtYnjt, where Pnj:Yn;j: is total revenue, ry;+ is the price of capital, and wyj: is the wage rate.
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Relationship to Solow residual The expression in equation (4.7) is useful to compare the
estimated TFP series to the traditional measure of technology, the Solow residual. The Solow
residual S,,;; takes factor shares and nets out the observable factor uses. It has the following
relationship to gross output and observed inputs:

dInY,;; = dln Sy +ajndInmy, .+ (1 —a;)n;dIn by + (1 —a;)n;d In Npj 4+ (1 — 1) d1In X, 5.
Plugging this way of writing output growth into the real GDP growth equation (A.1), we get
the following expression:

J
dinYy =~ Y wl, \ (dIn Sy + agnidinmy + (1= aj)n;dIn by + (1= ag)n;dIn Ny

j=1

Xy o
(1= ) dIn Xy — dln X, Lt natL
pnjtflynjtfl

J
= Z wfjt_l (dIn Syt + aynjdIinmy,j + (1 — a;j)n;dIn by + (1 — aj)ndIn NiA)G)

J=1

Comparing (A.2) to (A.6), the Solow residual contains the following components:

o o 1ea\T 1y
A Sy = dlnZy+ (3 — Do [ (K7L )" X" ]
True TFP g

~
Scale Effect

+anidInu,; + (1 — oj)n;dIne, ;.

~
Unobserved Utilization

This expression makes it transparent that in this setting, the Solow residual can diverge from
the true TFP shock for two reasons: departures from constant returns to scale at the industry
level, and unobserved utilization of inputs.

Let aggregate Solow residual be denoted by:

J
dln Smg = Z w,,?jt_ld In Snjt
j=1

= dInZy + dInly,,

where in the second equality, dInl,,; is the aggregate utilization adjustment:

J
dinln; = ngjt*l {(%’ —1)dIn [(Kn;tLrlzjt ]> anjtnj] (A7)
j=1
+aynidInuy + (1 — ay)njdlne, .} . (A.8)

It is immediate that the observed Solow residual can be correlated across countries both due
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to correlated shocks to true TFP, and due to correlated unobserved input adjustments:

Cov(dIn Sy, dIn S,) = Cov(dInZ,,dIn Z,,) + Cov(dInlU,, dInl,,)
+Cov(dIn Zy, dInl,y) + Cov(dInUyy, dIn Z,,).

Appendix B Estimating Model Elasticities

Our framework offers a straightforward approach to estimating p and . To introduce an
error term in the estimating equations, assume that iceberg trade costs, final consumer taste
shocks, and input sh/gre shocks have a stochastic element, and denote their gross proportional
changes by Tyunji+1, Vmnji+1, and Ly ni 41, respectively. Straightforward manipulation of CES
consumption shares yields the following relationships between shares and prices:

~ = > ~1—p
T P Dinnit+1Tomms
In A:mJ —(1—p)n| =" 4 1n | = /jlnff) (B.1)
Tm/ngt+1 Prjit 19m’njt+17'm/njt+1
and
~. = ~ ~l—¢
. P Fomjni,t+1Tmng
nit+1 t+1 mj,ni,t+1 t+1
In [ =" ) = (1—e)n | =™ ) +1n | = | (B-2)
7T-m/j,n/itJrl Pm’jt_g_l Mm’j,ni,t+17_m/njt+1

We express the final consumption share change 7y, ., relative to the final consumption
share change in a reference country m’. This reference country is chosen separately for each
importing country-sector n, j as the country with the largest average expenditure share in that
country-sector. (Thus, strictly speaking, the identity of the reference country m’ is distinct
for each importing country-sector, but we suppress the dependence of m’ on n, j to streamline
notation.) Furthermore, we drop the own expenditure shares 7., ,,, from the estimation
sample, as those are computed as residuals in WIOD, whereas final import shares from other
countries are taken directly from the international trade data. Dropping the own expenditure
shares has the added benefit of making the regressions less endogenous, as the domestic taste
shocks are much more likely to affect domestic prices.

We use two estimation approaches for (B.1)-(B.2). We first show the results with OLS. To
absorb as much of the error term as possible, we include source-destination-reference country-
time (n x m x m’ x t) fixed effects. These absorb any common components occurring at the
country 3-tuple-time level, such as exchange rate changes and other taste and transport cost
changes, and thus the coefficient is estimated from the variation in the relative sectoral price
indices and relative sectoral share movements within that cell. The identifying assumption
is then that price change ratio P, 41/ P 41 is uncorrelated with the residual net of the
nxm xm' xt fixed effects. The remaining errors would be largely measurement error. If this
measurement error is uncorrelated with the price change ratios, then the OLS estimates are
unbiased, and if not, we would expect a bias towards zero. In the latter case, the IV estimates
(described below) should be larger than the OLS estimates, assuming the measurement error
in (B.1) and (B.2) is independent of the measurement error in the technology shock ratios.
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The estimation amounts to regressing relative share changes on relative price changes. A
threat to identification would be that relative price changes are affected by demand shocks
(e.8. Vmnjit1), and thus correlated with the residual. As a way to mitigate this concern, we
also report estimates based on the subsample in which destination countries are all non-G7,
and the source and reference countries are all G7 countries. In this sample it is less likely
that taste shocks in the (smaller) destination countries will affect relative price changes in the
larger G7 source countries. Finally, to reduce the impact of small shares on the estimates, we
report results weighting by the size of the initial shares (ry,,,;, and 77, . ).

We also implement IV estimation. We use the TFP shocks Z\mjt+1 / Z\m/jt_l’_l as instruments
for changes in relative prices. The exclusion restriction is that the technology shocks are
uncorrelated with taste and trade cost shoclg\s, and thus only affect the share ratios through
changing the prices. Even if the shock ratio Z,,ji+1/Zje+1 is a valid instrument for observed
prices, it does not include the general-equilibrium effects on prices in the model. To use all of
the information —both the direct and indirect GE effects —incorporated in the model, we also
use the model-optimal IV approach to construct the instrument. In our context this simply
involves computing the model using only the estimated technology shocks, and solving for
the sequence of equilibrium prices in all countries and sectors. The model-implied prices are
then the optimal instrument for the prices observed in the data. See Chamberlain (1987) for
a discussion of optimal instruments, and Adao, Arkolakis, and Esposito (2017) and Bartelme
et al. (2017) for two recent applications of this approach. The results from the model-optimal
IV are very similar to simply instrumenting with the TFP shock ratio, and we do not report
them to conserve space.

Model Elasticities Table Al presents the results of estimating equations (B.1) and (B.2).
Columns 1-3 report the OLS estimates of p (top panel) and ¢ (bottom panel). The OLS
estimates of p are all significantly larger than zero, and we cannot rule out a Cobb-Douglas
final demand elasticity. The OLS estimates for p are also not very sensitive to restricting the
sample to non-G7 destinations and G7 sources, or to weighting by the initial share. The IV
estimates in columns 4-6 are substantially larger than the OLS coefficients, ranging from 2.27
to 3.04, and significantly different from 1 in most cases. This difference between OLS and IV
could suggest either measurement error in (B.1), or greater noise in the IV estimator (Young,
2017). Given the substantial disagreement between OLS and IV estimates of p, we report the
results under two values: p = 1, corresponding to the OLS estimates, and p = 2.75 based on

the IV.

The OLS and IV estimates of € display somewhat greater consensus. The OLS point estimates
are in the range 0.68, and not sensitive to the sample restriction or weighting. The IV estimates
are less stable. While the full sample (column 4) yields an elasticity of 2.8, either restricting to
the non-G7 destinations/G7 sources, or weighting by size reduces the coefficient dramatically
and renders it not statistically different from 1. Such evidence for the low substitutability
of intermediate inputs is consistent with the recent estimates by Atalay (2017) and Boehm,
Flaaen, and Pandalai-Nayar (2017), who find even stronger complementarity. We therefore
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TABLE Al: Elasticity Estimates

1) @) @) (1) ) (©)
OLS OLS OLS v v v
(G7 m,m’, (weighted) (G7 m,m’, (weighted)
non-G7 n) non-G7 n)
p 0.775 0.730 1.051 2.881 2.273 3.037
SE (0.055) (0.146) (0.082) (0.584) (0.966) (0.470)
First stage K-P F 92.117 30.539 89.669
FE Yes Yes Yes Yes Yes Yes
€ 0.698 0.686 0.682 2.838 0.382 1.322
SE (0.051) (0.120) (0.143) (0.578) (0.872) (0.856)
First stage K-P F 94.863 16.188 86.631
FE Yes Yes Yes Yes Yes Yes

Notes: Standard errors clustered at the destination-source-reference country level in parentheses. This
table presents results from the OLS and IV estimation of (B.1) and (B.2). The fixed effects used in each
regression are n X m x m’ X t. The instruments are the relative productivity shocks Zm]tJrl/Zm 141, With
the Kleibergen-Papp first stage F-statistic reported. The weights in columns 3 and 6 are lagged share ratios
Trng,t and T, 0.

set € =1 for all implementations of the model.

Appendix C Exact Solution to “Static” Counterfactuals

In response to TFP and non-TFP shocks, the price in sector j, country n experiences the
change:

Y s (=1 N (1 —ev Vs J (11— o~
D . Z_l'rl ’YJ+OZJ77]( ou )'7]4‘(1 'll))(l 043)77]'}’],\70%77]47]. 5 P ( a+( ag))ﬂﬂj (C 1)
njt  — njt - njt Myt njtd nt .
. —
~ asin 1—¢
N(w—l)(l—aj)mﬁﬁw Plc
njt Tmi,ng,t4 mi ngjt :
m,i

This, together with the dependence of ﬁntﬂ on the constituent ﬁmtﬂ’s stated in (4.5)-(4.6)
deﬁnes a system of J x N equations in prices, conditional on known initial- perlod data quan-
tities (such as Wmn]t> a vector of Tmtﬂ s, and the assumption that m,,;; and Nmt are 1. The
price changes in turn determine next perlod s shares:

Dl
Pnjtilﬂ—nm]t (02)

nmjt+1 = )
Zk jt+17rkimjt
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These trade shares have to be consistent with market clearing at the counterfactual ¢ + 1,
expressed using proportional changes as:

TnjtﬂTnjt = Z lﬂ'zmjprle‘m (Z m'/fmitHTmit) (C.4)

m

+ Z T mit-+1 (1 =) Tonie 1 Lot

The sets of equations (C.1)- (C 4) represent a system of 2x N x J+ N%x J+ N? x J? unknowns,
Pojit1 Vn, j, TthH Vn, J, Tomiee1 Y0, M, J, and mit+1 Vn, j, m, i that is solved under given
parameter values and under a set of shocks Zn]tﬂ and fnﬂﬂ

C.0.1 Algorithm for solving the model

To solve the model, we use an initial guess for T/n]t\H together with data on 7., and 7 . ;.
Given these variables, the algorithm is as follows:
e Solve for m given the guess of T/nj:l and the data on 7y, ., and 7 ., ,. This step

uses equations (4.6), (4.5) and (C.1).

—

e Update 7y, and 75 ...y given the solution to (1) and the guess of 1,41 using
equations (C.2) and (C.3).

—

e Solve for T,;,,, using equation (C.4) given the prices ij:l obtained in step (1) and

the updated shares 77, ;1 and Tpinjt11 from step (2).

e Check if max|(T'nj7t +1—T/n]~7,5\+1)| < 0, where 0 is a tolerance parameter that is arbitrarily

small. If not, update the guess of ml and repeat steps (1)-(4) until convergence.
Appendix D Empirical Appendix
D.1 TFP Estimation Appendix

The following discussion is an abbreviated outline of the model and estimation method in
BFK. For a more detailed discussion, please see Basu, Fernald, and Kimball (2006).

D.1.1 Model

BFK estimate a utilization adjusted TFP series for n = US only. In this Appendix, we
therefore drop the n subscript for compact notation. Sector ¢ produces gross output Y; with
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a production function

Y; = F'(AiM;, E;H;N;, X;, Z;) (D.1)

where the definitions of A;, M;, E;, H;, N;, X; and Z; are as in Section 2. BFK make the
following assumptions to derive the estimating equation (4.3) for sectoral TFP:

Assumptions

e The physical capital stock M; and number of employees N; are quasi-fixed, and firms
face adjustment costs to changing M; or N;.

e Firms do not face adjustment costs for varying capital utilization A;, labor hours H; or
effort E;, but firms must pay a shift premium or higher wages for increasing utilization
of the quasi-fixed factors.

e [' is a generalized Cobb-Douglas production function that is locally homogeneous of
degree ;.

e Firms are price-takers in the factor markets

The first two assumptions are necessary for a meaningful notion of variable utilization, as if
firms could costlessly adjust utilization or the physical capital stock or number of workers,
they would always fully utilize all factors and vary M; and N; instead. Within a period, the
firm’s costs of labor are given by WG'(H;, E;)V (A;), where W is the base wage, the function
G" relates labor compensation to the hours worked and the effort, and V(A;) is the shift
premium paid to workers as a function of the workweek of capital A;.

The first-order conditions of the intra-temporal cost-minimization problem of the firms in sec-
tor ¢ with production function (D.1) relevant for expressing variations in unobserved utilization
as a function of observed hours are:

AFIM; = WiN;G' (H;, E;)) V' (A), (D.2)
and
NFLH;N; = WiN;G%, (H;, E;)) V' (A;), (D.4)

where A is the multiplier (marginal cost) in the firm’s cost minimization problem, and F},i =
1, 2, 3 denotes derivatives of production function D.1 with respect to argument j. The function
G (.) is assumed to satisfy conditions such that there is one optimal value of F for every value
of H. Note that we only need to focus on the firm’s intra-temporal cost-minimization problem
here, which is conditional on the levels of the state variables M; and N;. The intertemporal
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conditions which govern the firm’s choices of the capital stock and number of workers do not
affect the derivation of the estimating equation.

D.1.2 Estimation

Combining equations (D.3) and (D.4), and since we assumed a unique £ = E (H),E' (H) > 0,
we can express de = (dh, where ( = H*E' (H*) /E (H*). Similarly, combining equations (D.2)
and (D.3) and log-linearizing, we can express da = dh where ¢ is elasticity of labor costs with
respect to H; in steady-state, and ¢ is the elasticity of the ratio of the marginal to average
shift premium with respect to A;. Combining these results, we obtain the estimating equation
4.3.

In this paper, we estimate purified TFP series for a large number of countries and sectors as
discussed in the main text. Table A1 lists the countries and Table A2 the sectors in our sample.
We require instruments orthogonal to the TFP shocks in our panel that have predictive power
for movements in inputs. BFK use a monetary policy shock identified in a VAR, an oil price
shock and the growth in real defense spending. We use instruments similar in spirit: the
lagged growth in real defense spending in each country, an oil price shock defined using the
approach in Hamilton (1994) and a version of a monetary policy shock that relies on the
exogenous movements in base-country interest rates affecting countries that are pegged to a
base country. This last instrument cannot be used for large countries like the U.S.; U.K. or
Germany.

TABLE Al: Countries in Estimation Sample

Australia Germany Netherlands
Austria Greece Poland

Belgium Hungary Portugal

Canada India Russian Federation
Cyprus Ireland Slovak Republic
Czech Republic Italy Slovenia

Denmark Japan Spain

Estonia Republic of Korea Sweden

Finland Latvia U.K.

France Lithuania U.S.A.

Comparison to BFK’s estimates: While the point estimates of both the returns to scale
for our sectors and the coefficients on the utilization adjustment term naturally vary from
those in BFK, they are not significantly different from the estimates in that paper in many
cases. For instance, we estimate coeflicients on the utilization adjustment term of 1.419(0.389),
2.939(1.767) and 0.245(0.649) for durables, non-durables and non-manufacturing respectively.
The comparable estimates in BFK Table 1 are 1.34(0.22), 2.13(0.38) and 0.64(0.34) respec-
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tively.
D.2 Properties of the TFP series

Figure A1l contrasts the Solow residual with the utilization-adjusted TFP series for all the
countries in our sample. While we do find that the utilization-adjusted TFP series is less
volatile than the Solow residual for the U.S., as in BFK, for the large majority of other
countries the adjusted TFP series is more volatile. In fact, the mean (median) volatility of
the TFP series is .0006 (0.0005), while for the Solow residual it is 0.0002(0.0002).
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FiGURE A1l: Comparison between Utilization-Adjusted TFP and the Solow Residual
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Notes: This figure displays the Solow residual and the utilization-adjusted TFP series for every country in our sample.
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TABLE A4: Model Fit and Counterfactuals with Deficits: dInY,,;

Mean Median 25th pctile  75th pctile

G7 Countries (N. obs. = 21)
Data Coming soon
Model

No Technology Shocks
No Input Shocks

All countries (N. obs. = 435)

Data
Model

No Technology Shocks
No Input Shocks

TABLE A5: Correlations in dIn &,; summary statistics

Mean Median 25th pctile 75th pctile

G7 Countries (N. obs. = 21)
p=275 0169 0.195 0.043 0.326
p=1 0.161  0.203 -0.008 0.376

All countries (N. obs. = 406)
p=275 0.010 0.046 -0.215 0.238
p=1 0.017  0.029 -0.215 0.262

Notes: This table presents the summary statistics of the correlations of dIn&,: defined in (4.10) in the
sample of G7 countries (top panel) and full sample (bottom panel), when 1, varies by industry. Variable
definitions and sources are described in detail in the text.
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TABLE A6: Correlations of unweighted shock country averages summary statistics, p = 2.75

Mean Median 25th pctile 75th pctile

p =275 G7 Countries (N. obs. = 21)

TFP 0.041 0.076 -0.141 0.262
Non-technology (1, =4 ) 0.132  0.115 -0.025 0.281
Non-technology (¢, = 1.01) 0.133  0.154 -0.037 0.257

All countries (N. obs. = 406)

TFP -0.001  0.023 -0.239 0.214
Non-technology (¢ =4)  0.036  0.061 -0.158 0.254
Non-technology (¢, = 1.01) 0.023  0.042 -0.183 0.245

Notes: This table presents the summary statistics of the correlations of the average TFP and non-technology
shocks in the sample of G7 countries (top panel) and full sample (bottom panel).
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